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ABSTRACT 
Smart speakers with voice agents are becoming increasingly 
common. However, the agent’s voice always emanates from 
the device, even when that information is contextually and 
spatially relevant elsewhere. Digital Ventriloquism allows 
smart speakers to render sound onto everyday objects, such 
that it appears they are speaking and are interactive. This 
can be achieved without any modification of objects or the 
environment. For this, we used a highly directional pan-tilt 
ultrasonic array. By modulating a 40 kHz ultrasonic signal, we 
can emit sound that is inaudible “in flight” and demodulates to 
audible frequencies when impacting a surface through acoustic 
parametric interaction. This makes it appear as though the 
sound originates from an object and not the speaker. We ran a 
study in which we projected speech onto five objects in three 
environments, and found that participants were able to cor-
rectly identify the source object 92% of the time and correctly 
repeat the spoken message 100% of the time, demonstrating 
our digital ventriloquy is both directional and intelligible. 

Author Keywords 
Ultrasound; Smart Speakers; IoT; Interaction; VR/AR. 

CCS Concepts 
•Human-centered computing → Human computer inter-
action (HCI); Interaction devices; Sound-based input / out-
put; 

INTRODUCTION 
Smart speakers with voice agents have seen rapid adoption 
in recent years, with 41% of U.S. consumers owning one by 
the end of 2018 [30]. These devices use traditional speaker 
coils, which means the agent’s voice always emanates from 
the device itself, even when that information might be more 
contextually and spatially relevant elsewhere. 

Predating smart speakers by almost three decades, Mark 
Weiser described a future with ever-present voice agents: even 
a paper instruction manual can speak and is interactive [39]. 
One option is to instrument everything or to have multiple 
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Figure 1. Our system uses a parametric speaker to project ultrasonic 
beams and render sounds onto passive, everyday objects, appropriating 
them as interactive voice agents and distributing intelligence throughout 
environments. 

speakers in each room, but this comes with installation, main-
tenance, and aesthetic downsides. In this paper, we describe 
our work on Digital Ventriloquism, which allows a single 
smart speaker to render sounds onto many passive objects in 
the environment. Not only can these items speak, but also 
make other sounds, such as notification chimes. Importantly, 
objects need not be modified in any way: the only requirement 
is line of sight to our speaker. As smart speaker microphones 
are omnidirectional, it is possible to have interactive conversa-
tions with totally passive objects, such as doors and plants. 

To achieve this effect, we use a dense, 2D array of ultrasonic 
transducers. This produces a highly directional emission due 
to the Huygens-Fresnel principle [22], which is critical for 
rendering sounds onto specific objects in the environment. 
We amplitude modulate a 40 kHz ultrasonic signal, which is 
inaudible “in flight” prior to collision with an object’s surface. 
Upon collision, it demodulates to audible frequencies through 
parametric interaction [31]. Thus, the object becomes the 
origin of the audible sound. Humans can then localize this 
“digital” ventriloquism as they would with any other sound (i.e., 
though binaural localization and their head-related transfer 
function). 

We started our development with a series of physical stud-
ies, characterizing the parametric effect and audible response 

Paper 376 Page 1



 CHI 2020 Paper

across different materials and surface geometries, before mov-
ing to capturing data from real-world objects. We conclude 
with a user study, which tests the perceived directionality and 
intelligibility of speech across three settings and 15 common-
place items. Over 225 trials, participants were able to localize 
the source of sound 92.0% of the time, and were able to accu-
rately hear the spoken phrase 100% of the time, demonstrating 
imminent feasibility. 

RELATED WORK 
We review three key literatures that intersect with our work 
on Digital Ventriloquism. First is a brief review of ultrasound 
in HCI systems. We then review prior work that overlaps 
with Digital Ventriloquism in enabling localized audio for aug-
mented sound environments. Finally, we cover work that more 
closely aligns with our technical approach using parametric 
interaction. 

Ultrasound in HCI 
Ultrasound can be generated using low cost components: trans-
ducers can be found for as little as $0.25/pc [1], making ultra-
sound popular in many sensor-driven systems in the Human-
Computer Interaction literature. For example, ultrasound is 
used as a rangefinder [16, 4] and for Doppler sensing [13, 32]. 
Beyond these two more common uses of ultrasound, interfer-
ence effects [9] and beamforming [8] have been utilized for 
face and hand gesture recognition. Finally, the closest imple-
mentation of ultrasound to Digital Ventriloquism is for in-air 
haptics, which uses a similar array of coplanar transducers 
working in concert to create focused ultrasonic energy [3, 12, 
19, 41]. See [32] for a survey of uses of ultrasound in HCI. 

Localized Audio 
Sound localization plays a strong role in how users perceive 
their environment, especially in conjunction with visual input 
to generate immersive spatialized audio environments [26]. 
In applications where acoustics are tied to coordinated visual 
feedback, the directionality of the sound is attained through 
Interaural Time Difference (ITD) in which uses two speakers 
(often headphones) use phase shifts to give the perception of 
directionality. This is particularly important for 360° videos 
[17], enhanced mobile apps [18], and interactions with aug-
mented virtual objects [28]. 

To create a soundscape for more than one observer, individual 
objects can be augmented with speakers to create a multi-
tude of audio sources that multiple observers can experience 
[7]. In particular, there is significant work in creating audible 
overlays in museum environments [6, 15, 14, 29]. Museums 
may embed paintings with transducers using the canvas as 
a diaphragm, allowing multiple viewers to experience sound 
emanating from the painting itself [2]. However, each painting 
would require instrumentation in order to “speak”. 

Another approach to localize audio is directional audio, which 
most commonly uses either a parabolic reflector or parabolic 
speaker array to produce a directed acoustic beam towards 
a chosen target [31]. Parabolic speakers do not significantly 
modify their input signal; the sound is completely audible in 
flight and have a useable listening range of a few meters [31]. 
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Figure 2. Our proof of concept apparatus. A) Driver Board. B) Small 
Speaker Array. C) Large Speaker Array. D) Raspberry Pi Microphone 
Array. E) Webcam. 

Such directional speakers have been widely used in museum 
environments [15, 14] and spherical loudspeakers have been 
used to reproduce the directivity of musical instruments [21]. 
With these types of speakers, users still localize the speaker 
itself as the origin of the sound, and not the targeted object. 

Parametric Interaction 
Unlike parabolic speakers, parametric speakers do not emit 
any audible frequencies [31]. Instead, parametric speakers use 
an array of ultrasonic transducers to create aimed ultrasound 
waves with narrow beam width compared to audible frequen-
cies [31]. These ultrasonic beams can be modulated with an 
input signal and the nonlinearities in air and surface interac-
tions create a heterodyning effect, resulting in the modulation 
signal separating from the ultrasound carrier upon striking a 
solid surface [31]. To an observer, this effect makes it appear 
as if the sound emanates from the targeted surface itself, and 
unlike parabolic speakers, the beam is completely inaudible in 
flight until the signal is demodulated. 

These speakers have been used previously in HCI applications 
to render audio-enhanced spots through reverse ray tracing 
[28] and as a localized communication channel [38], including 
with handheld systems [27]. There is also significant commer-
cial interest in taking advantage of parametric speakers for 
directional audio, though these systems (e.g., [20]) do not of-
fer implementation details, nor physical or user studies to aid 
the HCI community. Finally, we note that prior research has 
explored using parametric speakers on pan-tilt platforms [11, 
10], exactly like our setup, but it is used to simply direct audio 
at listeners (i.e., directional audio) and does not explore the 
notion of ventriloquism, where other objects are given voice, 
nor using this ventriloquy to enabled distributed intelligence. 

IMPLEMENTATION 
Digital Ventriloquism consists of four key components: the 
ultrasonic array, signal generation board, pan/tilt platform, and 
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Figure 3. The schematic of the driver board. Image courtesy of Miura 
[23] 

control software. We now describe these elements in further 
detail. 

Ultrasonic Array 
The “loudness” of the ventriloquy effect is chiefly a function 
of the number, size, drive voltage, and quality of the ultrasonic 
transducers [31]. For this reason, we present two different 
form factors (Figure 2): a compact array for indoors and a 
larger one for louder and outdoor applications. Both units 
use 40 kHz ultrasonic transducers, which are common and 
low cost ( $0.25/pc), connected in parallel and in phase. Our 
smaller unit is octagonal, measuring 86 mm across and uses 
a honeycomb arrangement of 48, 10 mm transducers and can 
be purchased from [23]. Our larger unit is a custom piece: a 
330 mm x 230 mm rectangular array of 16 mm transducers. 
We sourced our larger transducers from [1]. The smaller trans-
ducers cannot be driven above 35Vpp without damage, but the 
larger transducers can go to 100Vpp. Both transducers draw 
very little current due to their high impedance. The arrays 
operate independently as standalone devices. 

Signal Generation 
To produce a parametric interaction effect, a 40 kHz carrier 
wave is pulse width modulated (PWM) with an input signal 
[31]. A Class-D amplifier (without the final low-pass filter 
stage) can be used for this purpose [40, 24]. We adopted a 
MOSFET-based design from [24] that used PWM to create our 
modulated signal. The schematic for the driver board (Figure 
3) and links to purchase can be found [23]. We used a custom 
driver board, that produces a similarly modulated signal, to 
drive our larger parametric speaker array. Our parametric 
speakers are connected to their driver hardware via electrically 
shielded cables, as our modulated signal can interfere with the 
servo motors. Our driver hardware scales its output relative to 
its input voltage (i.e., the greater input voltage, the louder the 
effect). 

Pan-Tilt Platform 
For our pan-tilt platform, we use an off-the-shelf Servo City 
PT785-S [37], which consists of two PWM controlled servos, 
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Figure 4. The pre-adjusted frequency response of our parametric 
speaker from 0 to 20 kHz. 

permitting full 360° movement in two axes. We control these 
servos with an Arduino UNO, connected to a laptop and wall 
power. 

Control Software 
Our hardware is driven by a 2017 MacBook Pro 15”. The 
3.5mm audio jack on the MacBook provides the audible com-
ponent to our signal generator board and a USB-Serial con-
nection sends commands to an Arduino for servo control. For 
speech synthesis, we use MacOS’s built-in Text-to-Speech 
engine, to which we apply a custom Equalizer (EQ), discussed 
next. 

Sound Adjustment, Equalization, & Volume Control 
Due to non-linearities in the parametric interaction effect, there 
are corresponding non-linearities in the frequencies that we 
are able to render onto objects. In our studies, we found a 
sharply decreased frequency response starting from 5 kHz 
to 12 kHz (Figure 4). In the frequencies outside of that re-
gion, there is significant “peakiness”. In response, we took 
the following approaches to address this limitations. We can 
strategically select sounds that are outside of this “hole”, such 
as choosing a synthesized male voice, which spans from 100 
Hz to 8 kHz (including harmonics), compared to a female 
voice which spans 350 Hz to 17 kHz (including harmonics) 
[36]. We can also pitch shift sounds into the two ideal fre-
quency regions. Finally, we can use an equalizer to flatten the 
non-linear response. In our implementation, we use a male 
voice (“Tom” in MacOS Speech) and use equalizer software 
(Boom 2 [5]) to flatten the response. 

It is also important to control volume, as Digital Ventriloquism 
could be distracting to others in the environment. To control 

Figure 5. We used a finger snapping interaction and two microphone 
arrays to capture a 3D vector to an object (left). YOLOv3 provides com-
puter vision recognition and bounding boxes of everyday objects (right). 
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Figure 6. For our physical studies, we placed the object in the center and 
the parametric speaker at 0°. We then recorded frequency sweeps at 
eight angles. For our “real world” studies, where room layout prevented 
360° access, we only recorded at angles denoted in pink. 

the volume, we can either 1) modify the volume of the input 
signal or 2) modify the voltage of input power. We control 
the volume using the former, as it is significantly easier to 
programmatically control the input volume rather than power 
supply voltage. In the Video Figure, we drive the small array 
as loud as possible to demonstrate how pronounced the ventril-
oquy effect can be, but similar to traditional speakers, a user 
can easily select a desired volume. 

Object Discovery 
Before sound can be rendered onto an object, our system must 
know where it is located in space relative to the smart speaker 
(in our case, the phi and theta of our pan-tilt platform). The 
simplest approach would be for users to manually add the 
locations and labels for each object they wished to expose 
to the system, though obviously this is tedious. Thus, we 
implemented two other methods that are more automated. 

In our first method, we ask the user to state the name of the 
object (e.g. “coffee machine”), and then repeatedly snap their 
fingers or clap their hands directly above (or next to) the object. 
We use these sounds and acoustic Directional of Arrival (DoA) 
to automatically determine the 3D vector of the object with 
respect to the smart speaker. As a proof of concept (Figure 
5, left), we used two perpendicular, four-channel microphone 
arrays (Respeaker’s XYZs [34]) connected to a Raspberry Pi, 
and the Respeaker’s DoA API [35]. 

Our second method is fully automated. We use a camera 
mounted to our pan-tilt rig to raster scan the environment 
(Figure 5, right), identifying objects for ventriloquism aug-
mentation with computer vision. As a proof of concept, we 
step in 10° increments in both axes: vertically from -40° below 
the horizon to straight up (+90°), and the full 360° horizontally. 
This yields 504 images, on which we run YOLOv3 object de-
tection [33]. Any object bounding box that intersects with the 
center of the image is recorded with its label, along with the 
servo values for later use. 

PHYSICAL STUDIES 
To gain a better understanding of the capabilities of our sys-
tem, we conducted a series of physical studies evaluating the 
frequency response and reflected power of different materials 
and surface geometries. Additionally, we performed a “real 
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Figure 7. Our eight surface geometry exemplars. 

world” study looking at common objects in office, domestic, 
workshop, and outdoor environments. We used the smaller 
array for all physical studies with the exception of the outdoor 
real objects study, in which we used the larger array. 

Materials Study 
Procedure 
In this study, we created 40 cm x 40 cm square sheets of nine 
common materials ranging from 1/16” to 1/4” in thickness: 
acrylic, concrete, drywall, foamboard, glass, foam insulation, 
paper, steel, and wood. We placed the square of material in 
the center of a circle (radius = 2 m) and placed the parametric 
speaker directly perpendicular. We placed a microphone at 8 
different angles around the object (see Figure 6). We then per-
formed a linear frequency sweep from 0-20 kHz and captured 
the audio reflected from the object. Note that our frequency 
sweep is of the input signal and not the carrier frequency, 
which is always 40 kHz. This was in order to 1) measure the 
frequency response of our speaker (Figure 4) and 2) to calcu-
late the RMS for each of the materials/geometries (Figures 
8 and 9). We did not want to allow for a scenario where a 
selected frequency would by happenstance work better for one 
geometry/material/item than the others, and thus a sweep was 
decided to be most fair. As a method of quantifying the per-
formance of the ventriloquy effect, we performed a dynamic 
FFT bandpass filter on the captured reflection (such that only 
the sweep frequency remains) and calculated the RMS of the 
signal. 

Results 
We found that most materials behaved relatively similarly in 
“off” angles (i.e., not head on or directly opposite). There are 
differences at 0° and 180°, which seem to roughly correlate to 
material stiffness. Figure 8, top, shows the reflective power. 

Geometries Study 
Procedure 
In our geometries studies, we constructed paper artifacts with 
40 mm x 40 mm cross sections (identical to our previous 
study). We evaluated nine different geometries: Concave, 
Convex, Egg Crate (rough side), Egg Crate (smooth side), 
Flat, Wave, Zig-Zag, and Square (Figure 7). We utilized the 
same recording and frequency sweep procedure as the previous 
study (radius = 2 m, 8 angles). 
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Figure 8. The reflected acoustic power at different angles across our 
various test materials (top) and geometries (bottom). 

Results 
We found that geometry had a particularly strong influence 
on reflected emission. Flat and orthogonal surfaces, such as 
flat and square, performed particularly strongly head on and 
more complex geometries, such as convex and concave, per-
formed better at off angles. Unsurprisingly, egg crate (both 
textures), which is commonly used in sound deadening, per-
formed poorly at all angles. Figure 8, bottom, shows the 
reflected acoustic power. 

Real Objects Study 
Procedure 
In our real world objects study, we evaluated 24 objects across 
four environments (office, domestic, workshop, and outdoors). 
In the office environment, we looked at objects that would be 
typically found on an office desk. We placed these objects in 
the center of an office desk and placed the speaker at 0° and 1 
m away with the microphone being placed at 5 angles (Figure 
6, in pink). We then performed a similar procedure in a do-
mestic environment, except placing both the microphone and 
speaker 2 m away. For the workshop and outdoors environ-
ment, the microphone and speaker were placed 3 m away. For 
all of these studies, we did not artificially control background 
sound (e.g., distant conversation, HVAC hum, general office 
noise), but we also did not turn on especially noisy equipment. 

Results 
In the office environment, we found that large objects (e.g., 
computer monitors) and those with complex geometries (e.g., 
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plants) produced a stronger ventriloquy effect at non-frontal 
angles. Smaller objects performed similar to the desk itself, as 
it contributes most of the reflective surface. In our domestic, 
workshop, and outdoors environments, we found that object 
material and geometry played a significant role in reflected 
power. For example, the dishwasher, laser cutter, and parking 
sign (which have a large flat metal surfaces) have significant 
head-on reflections, but are worse off axis. Conversely, ob-
jects with more complex geometries, including asymmetries, 
had better performance at off angles. It is important to note 
that while the ventriloquy effect is significantly weaker at off 
angles, the sound is still intelligible. The reflected power for 
objects in each of our four contexts can be seen in Figure 9. 

USER STUDIES 
We also performed a human perception study to better quantify 
the performance of the ventriloquy effect: both in localization 
ability and intelligibility of the rendered audio. We recruited 5 
participants (1 female, mean age = 25) and performed a percep-
tion task across three generic environments: office, domestic, 
and workshop. The study took approximately 15 minutes per 
environment and participants were paid $20 USD for their 
time. 

Procedure 
For each environment, participants were asked to sit or stand at 
a specified location. Five objects characteristic of that environ-
ment were distributed in front of the participant. Depending 
on the environment, the parametric speaker was either placed 
adjacent or above the participant, but in a manner in which the 
participant could not observe the speaker or be in its line line 
of sight. We did not control for environmental factors such 
as distant people talking, HVAC noise, etc. Object order was 
randomized, and our speaker re-aimed itself each trial. 

To test intelligibility, we wanted a controlled, random and 
unbiased set of words that could pair with randomly selected 
objects. For this, our study software randomly generated a 
number (from 0 to 9) and a color (black, blue, green, purple, 
red, white, or yellow) and used speech-to-text to announce the 
number-color pair. 

In each trial, participants were tasked with pointing out the 
object from which the sound emanated, and repeating out 
loud the number-color pair that they heard. Each object was 
repeated 3 times, for a total of 15 instances per environment. 
In all environments, the input voltage was set to 50% and 
the input was set to 50% of our MacBook’s 3.5mm output 
volume. We felt that this provided adequate volume in all of 
our contexts. 

Test Environments 
We selected three physical contexts – office, domestic, and 
workshop – to evaluate our system’s resolution (i.e., can ob-
jects placed closely together be distinguished?) but also its 
range (i.e., can objects far away speak and be intelligible?). 
The office environment represents close-range/high-density, 
the domestic medium-range/medium-density, and the work-
shop represents long-range/low-density. 
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Figure 9. The reflected acoustic power at different angles for objects in each of our “real world” contexts. 

For the office environment, five objects (printer, paper tray, 
monitor, plant, picture frame) were placed creating a typical 
desk setup (Figure 10, left). Participants were asked to sit 
facing the desk. For the domestic environment, five objects 
(dishwasher, cabinet, coffee maker, microwave, refrigerator) 
were selected (Figure 10, center. Participants were asked to 
stand centered in front of the kitchen countertop. For the work-
shop environment, five objects (CNC, fire extinguisher, laser 
cutter, storage cabinet, and trash can) were selected (Figure 10, 
right). In this context, participants were asked to stand in the 
center of the room. Figure 10 presents top-down, schematic 
views of our test objects relative to participants (P), denoted 
in green. 

Results 
Across all three environments, we found that participants were 
able to localize the object correctly 92.0% (SD = 6.8%, chance 
= 20%) of the time. Of the 8% error, 81.1% were off-by-one 
errors (i.e., the object identified was immediately adjacent to 
the target object). Participants were able to correctly identify 
both the number and the color 100% of the time (SD = 0.0%, 
chance = 1.4%). Individual confusion matrices for office, 
domestic, and workshop environments can be found in Figure 
11. 

LIMITATIONS & FUTURE WORK 
There are important limitations of Digital Ventriloquism, 
which we discuss in this section along with potential avenues 
for future work. The most immediate limitation for our ap-
proach is that it requires line of sight in order to operate. While 

ultrasound can pass through thin fabrics and materials, it can-
not pass through walls or large objects. In a similar vein, the 
illusion of Digital Ventriloquism breaks if a a user walks in the 
path of the ultrasound beam. In this case, the signal demod-
ulates on them, rather than on the target object. Prior work 
has looked into “bouncing” ultrasound off of surfaces in the 
environment, such that it arrives to the user using ray tracing 
[25]. However, in our experience, the sound appears to be 
coming from the first surface of contact rather than the target 
object. It might be possible to use second-order modulated 
signals (i.e., a second carrier signal is used such that the first 
impact demodulates into a 40 kHz modulated signal). More 
immediately, the line of sight limitation could be overcome by 
using several arrays distributed strategically in an environment 
to provide good coverage and alternative viewpoints should 
users occlude line of sight. 

There are also some noteworthy surface and geometry limita-
tions, such as absorptive surfaces and materials (as we found 
with egg-crate and foam in our first study) that do not reflect 
back sufficient demodulated signal or scatter the demodulated 
signal in ways that do not reach the user. A possible solution 
is to use a more powerful system. 

Another limitation of Digital Ventriloquism is the limited fre-
quency response in the audible range. As so, the generated 
audio does not sound entirely natural and cannot be used as 
a drop-in replacement for traditional speakers. While adjust-
ing EQ improves the audio quality, a more complete solution 
would involve using higher frequency transducers and modu-
lating the signal using true AM modulation rather than a PWM 
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Figure 10. The arrangement of objects for each of our experimental contexts. 

Figure 11. Localization confusion matrices for each of our contexts. 

approximation. Pompei was able to achieve 1% distortion in 
audio quality using 80 kHz transducers, which are significantly 
more expensive than the common 40 kHz transducers that we 
employed. 

While our current implementation uses an impractical pan/tilt 
apparatus to direct the ultrasonic beam, previous work has 
shown that ultrasound can be beamformed in both direction 
and focal length using arrays. Thus we envision a future 
implementation of Digital Ventriloquism utilizing a skin of 
transducers to steer a directed Digital Ventriloquism beam 
without any moving parts: our mockup presents one such form 
factor (Figure 12). 

For practical reasons (inclement weather and a noisy outdoor 
environment), we were unable to perform a controlled user 
study outdoors. However, we do not see our system being 
solely limited to indoor use. Ultimately, how well a person can 
hear the ventriloquy effect is chiefly a function of the Signal-
to-Noise Ratio (SNR). In this regard, Digital Ventriloquism 
is no different than conventional speakers and can be about 
as “loud” as traditional speakers. In future work, larger arrays 
specifically designed for outdoor applications could be created 
to explore novel streetscape interactions, such as talking cross 

walks, mailboxes, parking meters and storefronts. 

DISCUSSION 
Digital Ventriloquism intends to illuminate a new and inter-
esting use of audio. It is not intended to be a better speaker, 
but rather a different type of speaker. In particular, we believe 
a ventriloquism approach has unique benefits with respect to 
embodiment and immersion that traditional speakers cannot 
offer. Apart from our formal studies, we often found that the 
simplest use cases turn out to be the most compelling. One 
item that created an amazing amount of surprise and delight 
was our test plant, which reminded people to water it. Another 
was our picture frame, which would “replay” brief stories. 
Anecdotally, we found the more “stupid” and analog the item 
(i.e., not digital and not powered), the stronger the user re-
action. Colleagues who experienced Digital Ventriloquism 
during development would ask, “Can you make this [item] 
talk too?” 

Beyond granting the ability for inanimate objects to talk, there 
is a deeper significance to Digital Ventriloquism. The distri-
bution of intelligence to everyday objects improves the inter-
action with assistive voice agents. While we can ask Alexa 
“Do I need to water the plant?”, it is a much more natural 
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Figure 12. Rather than using a mechanical pan/tilt platform, a future 
Digital Ventriloquism implementation could utilize a skin of ultrasonic 
transducers to beamform, as seen in this mockup. 

interaction to ask the plant directly “Do you need watering?”. 
Without Digital Ventriloquism, the user’s expectation for the 
plant to reply would be left unfulfilled. When all the objects 
in the home have this ability, the intelligent agent can easily 
shift between the user’s attention and the periphery and not 
restricted to its embodiment as a smart speaker. 

CONCLUSION 
We have presented Digital Ventriloquism, a method to allow 
smart speakers to render audio onto everyday objects; enabling 
them to become smart voice assistants. Digital Ventriloquism 
uses directed ultrasonic beams that, when modulated with 
an input signal, are inaudible in flight and demodulate when 
striking a surface, allowing the sound to emanate from the 
target rather than the speaker itself. We evaluated this method 
with a series of physical studies, characterizing the parametric 
effect and audible response in controlled and real world envi-
ronments. We then performed a user study, which evaluated 
localization and intelligibility of speech, and found promising 
results. While parametric audio does not aim to replace tradi-
tional speakers for music and entertainment, a ventrilioquism 
approach has unique benefits with respect to embodiment and 
immersion that traditional speakers cannot offer. We hope this 
paper spurs future work in Digital Ventriloquism and uses of 
acoustic parametric interaction in HCI. 
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